BASES

BRANKO CURGUS

Throughout this note F is either R or C and ¥ is a vector space over F; N
denotes the set of positive integers. For a finite set . by #.7, or sometimes
#(.), we denote the number of elements in ..

1. LINEAR INDEPENDENCE
Definition 1.1. If m € N, a1,...,ay € F, and v1,...,v,, € ¥, then
a1v1 + -+ QO Um

is called a linear combination of vectors in ¥'. A linear combination is trivial
if a1 = -+ = ay, = 0; otherwise it is a nontrivial linear combination. O

Definition 1.2. Let & be a nonempty subset of ¥. The span of < is the
set of all linear combinations of vectors in .@Z. The span of &7 is denoted by

span ().
The span of the empty set is the trivial vector space {0y }; that is,
span(@)) = {0y }.

If
¥ = span(«),
then o is said to be a spanning set for 7. O
It is useful to write the definition of a span in set-builder notation. Let
&7 be a nonempty subset of ¥". Then

dm e N,
dag,...,q, €T,

Span(;zf): ?_]67/; Elul?"'aumef/(zfa

m
such that v = Z QUL
k=1
This notation is somewhat heavy. In words: span(.<?) is the set of all vectors
v € ¥ such that there exists m € N, there exist scalars aq, ..., ap, in F, and
there exist vectors up,...,uy, in & such that v = Y"}" | aguy.

Theorem 1.3. Let o/ C V. Then span(</) is a subspace of V.
Proof. Write a proof as an exercise. O
Proposition 1.4. If % is a subspace of V' and o/ C % , then span(</) C % .
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Proof. Write a proof as an exercise. O
Definition 1.5. Let m € N. Vectors vy,...,v, € ¥ are said to be linearly
dependent if there exists aq, ..., a,, € F such that

Jke{l,...,m} suchthat ap #0 A @v1+ -+ @V, = 0y.

A subset o of ¥ is linearly dependent if there exist m € N and distinct
vectors vy, ...,U, € & that are linearly dependent. O

Remark 1.6. The definition of linear dependence is equivalent to the fol-
lowing statement: Let o/ C ¥. The set < is linearly dependent if there
exist m € N, aq,...,a,, € F\ {0} and distinct vy,..., v, € o such that

a1v1 + -+ AUy, = 0y
v

Definition 1.7. Let m € N. Vectors vy,...,v,, € ¥ are said to be linearly
independent if for all aq, ..., ay,, € F the following implication holds:

Oé1U1+"'+OémUm:0’V = Vké{l,,m} Ozk:()

An infinite subset < of ¥ is linearly independent if for each m € N arbitrary
distinct vectors vy, ...,v,, € & are linearly independent. The empty set is
by definition linearly independent. O

Notice that the last two definitions are formal logical negations of each
other. Notice also that the last two definitions can briefly be stated as
follows: A set o/ C ¥ is linearly dependent if there exists a nontrivial linear
combination of distinct vectors in &/ whose value is 0y. A set &/ C ¥ is
linearly independent if the only linear combination of distinct vectors in o
whose value is Oy is the trivial linear combination.

The following proposition is an immediate consequence of the definitions.

Proposition 1.8. Let o7 C B C V. If of is linearly dependent, then %
is linearly dependent. Equivalently, if 9 is linearly independent, then <f is
linearly independent.

Proof. Write a proof as an exercise. O

Proposition 1.9. Let &7 be a linearly independent subset of V. Let u € ¥
be such that w ¢ of. Then </ U {u} is linearly dependent if and only if
u € span(«/). Equivalently, o/ U {u} is linearly independent if and only if
u ¢ span(«).

Proof. Assume that u € span(/). Then there exist m € Nyay, ..., € F

and distinct vy, ..., v, € & such that u = Z;"Zl ajvj. Then

1-u—oajvr — - — amvy, = 0y

Since 1 # 0 and u, vy, ..., vy € &/ U{u} this proves that &7 U {u} is linearly
dependent.
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Now assume that o/ U{u} is linearly dependent. Then there exist m € N,
at, ...,y € F and distinct vectors vy, ..., v, € & U{u} such that

a1v1 + -+ Uy =0y and  ag # 0 for some k € {1,...,m}.
Since & is linearly independent it is not possible that vy, ..., v, € &/. Thus,
u € {Ul, .. .,vm}. Hence u = v; for some j € {1,...,m}. Again, since &/ is
linearly independent a; = 0 is not possible. Thus «a; # 0 and consequently

1 m
u:vj:f—Zozivi. g

4o

i#j

Proposition 1.10. Let & be a nonempty subset of V. Then % is linearly
independent if and only if for every u € % we have u ¢ span(g@ \ {u})
Equivalently, A is linearly dependent if and only if there exists u € & such
that u € span(2 \ {u}).

Proof. We first prove the implication:
% linearly independent = Vue€ B u¢span(B\ {u}).

Assume that & is linearly independent. Let u € % be arbitrary. Then
%\ {u} is linearly independent by Proposition 1.8. Now, with &7 = #\ {u},
since 8 = «/ U {u} is linearly independent, Proposition 1.9 yields that
u & span (2 \ {u}).

To prove the converse of the displayed implication we will prove the con-
trapositive of the converse. (In mathematical logic the contrapositive of the
converse is called the inverse of the starting implication. Consequently, the
converse and the inverse of an implication are equivalent.) That is we prove:

% linearly dependent = Ju € Z such that u € span(Z \ {u}).
Assume that 4 is linearly dependent. Then there exist m € N, aq,...,ap, €

F and distinct vectors vy, ..., v, € £ such that

m
Zajvj:&// and oy # 0 for some k € {1,...,m}.

j=1
Consequently,
Ly
v = —— vy,
o & 3Yj
‘77
ik
and thus vy, € span(% \ {vg}). O

The following equivalence will sometimes be helpful.
Lemma 1.11. Let & be a nonempty subset of V' and u € 9. Then
span (% \ {u}) = span(%) & u € span (2B \ {u}).

With this lemma Proposition 1.10 can be restated as follows.
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Corollary 1.12. Let & be a nonempty subset of ¥'. Then A is linearly
independent if and only if

Vue % span(#\{u}) C span(RB) (strict inclusion,).

2. FINITE DIMENSIONAL VECTOR SPACES. BASES

Definition 2.1. A vector space ¥ over F is finite-dimensional if there exists
a finite subset &7 of ¥ such that ¥ = span(«/). A vector space which is not
finite-dimensional is said to be infinite-dimensional. O

Since the empty set is finite and since span(f)) = {07/}, the trivial vector
space {07/} is finite-dimensional.

Definition 2.2. A linearly independent spanning set is called a basis of 7.

O

The next theorem shows that each finite-dimensional vector space has a
basis.

Theorem 2.3. Let ¥ be a finite-dimensional vector space over F. Then ¥
has a basis.

Proof. If ¥ is a trivial vector space its basis is the empty set. Let ¥ # {0y}
be a finite-dimensional vector space. Let &/ be a finite subset of ¥ such
that ¥ = span(</). Let p = #.47. Set

K={keN:3¢ C .« such that k=#% and span(%)="7}.

Since p € K, K is a nonempty set of positive integers. By the Well Ordering
Axiom K has a minimum. Set n = minK. By the definition of K there
exists Z C ¥ such that #2 = n and span(#) = ¥. Since n = minK we
have n — 1 ¢ K. Let u € A be arbitrary. Then #(% \ {u}) = n — 1 and
consequently

span (% \ {u}) C ¥ =span(#). (strict inclusion)

Corollary 1.12 implies that £ is linearly independent. Thus £ is a basis for
V. O

The second proof of Theorem 2.3. If ¥ is a trivial vector space its basis is
the empty set. Let ¥ # {0y} be a finite-dimensional vector space. Let o/
be a finite subset of ¥ such that ¥ = span(«/). Let p = #.4/. Set

K= {#CK : € C & and ¥ is linearly independent}.

We first prove that 1 € K. Since ¥ # {0y} there exists v € & such that
v # 0y. Set € = {v}. Then clearly ¥ C &/ and % is linearly independent.
Thus #%¢ =1 € K.

If ¢ C o, then #¢ < #« = p. Thus K C {0,1,...,p}. As a subset
of a finite set the set K is finite. Thus K has a maximum. Set n = maxK.
Since n € K there exists # C & such that 4 is linearly independent and
n=#2A.
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Next we will prove that span(#) = ¥. In fact we will prove that o/ C
span(%). If # = of, then this is trivial. So Assume that 8 C & and let
u € o/ \ A be arbitrary. Then

#(BU{u})=n+1 and BU{u} C .

Since n = maxK, n 4+ 1 ¢ K. Therefore 28 U {u} is linearly dependent. By
Proposition 1.9 u € span(#). Hence &/ C span(%). By Proposition 1.4,
¥ = span(«/) C span(%). Since span(#) C ¥ is obvious, we proved that
span(%) = ¥. This proves that % is a basis of 7. O

The third proof of Theorem 2.3. We will reformulate Theorem 2.3 so that
we can use the Mathematical induction. Let n be a nonnegative integer.
Denote by P(n) the following statement: If ¥ = span(«/) and #4 = n,
then there exists linearly independent set Z C o7 such that ¥ = span(%).

First we prove that P(0) is true. Assume that »" = span(«/) and #.<7 = 0.
Then &/ = (). Since 0 is linearly independent we can take X = & = ().

Now let k£ be an arbitrary nonnegative integer and assume that P(k) is
true. That is we assume that the following implication is true: If Z =
span(%) and #% = k, then there exists linearly independent set ¥ C ¢
such that % = span(2). This is the inductive hypothesis.

Next we will prove that P(k+1) is true. Assume that ¥ = span(«) and
#9/ = k+1. Let u € o/ be arbitrary. Set € = o/ \ {u}. Then #% = k. Set
% = span(%’). The inductive hypothesis P(k) applies to the vector space
% . Thus we conclude that there exists a linearly independent set ¥ C %
such that % = span(2).

We distinguish two cases: Case 1. w € % = span(¥¢) and Case 2.
u & % = span(¢). In Case 1 we have &/ C span(%). Therefore, by
Proposition 1.4, ¥ = span(«/) C % C ¥. Thus ¥ = % and we can take
% = 2 in this case. In Case 2, u € % = span(¥Z). Since Z is linearly
independent Proposition 1.9 yields that 2 U{u} is linearly independent. Set
B = 2 U{u}. Since Z = span(¥) = span(Z) C span(#) we have that
¢ C span(#). Clearly u € span(Z#). Consequently, o/ C span(Z#). By
Proposition 1.4 ¥ = span(«/) C span(#) C ¥. Thus ¥ = span(#). As
proved earlier 4 is linearly independent and % C /. This proves P(k + 1)
and completes the proof. O

Notice that in the proof of Theorem 2.3 we have proved the following
proposition.

Proposition 2.4. Let ¥ be a vector space over F and let o7 C ¥ be a finite
subset of ¥ such that ¥ = span(<). Then there exists a basis B for V'
such that 8 C o .

3. DIMENSION

Theorem 3.1 (The Steinitz Exchange Lemma). Let ¥ be a vector space
over F. Let of and A be finite subsets of ¥V such that &/ spans ¥ and A is



6 BRANKO CURGUS

linearly independent. Then #B < #.of and there exists € C o/ such that
H#HC = #HoA — #PB and B JIE spans V.

Proof. Let & C ¥ be a finite spanning set for 7.

The proof proceeds by mathematical induction on m = #%. For the
Base Case, note that the empty set is linearly independent, #0 = 0 < #.47,
and we can choose ¥ = &7, proving the statement for m = 0. While not
essential for the completeness of the proof, it can be instructive to prove the
case m = 1 as an exercise.

Now let k be an arbitrary nonnegative integer and assume that the fol-
lowing statement (the Inductive Hypothesis) is true: If 2 C ¥ is a linearly
independent set such that #% = k, then k < #.4 and there exists & C o
such that #& = #o/ — k and 2 U & is a spanning set for 7.

To prove the Inductive Step, we will prove the following statement: If
P C ¥ is a linearly independent set such that #% = k+1, then k+1 < #.o
and there exists ¥ C & such that #% = #.o/ —k—1 and 8U% is a spanning
set for 7.

Assume that # C ¥ is a linearly independent set such that #% =k + 1.
Let u € & be arbitrary. Set 2 = £\ {u}. Since Z = Z U {u} is linearly
independent, by Proposition 1.10 we have u ¢ span(%). Also, Z is linearly
independent and #% = k. The Inductive Hypothesis implies that k < #.o
and there exists & C o such that #& = #4 — k and 2 U & is a spanning
set for ¥, Since Z U & is a spanning set for ¥ and u € ¥, u can be written
as a linear combination of vectors in ¥ U &. But, as we noticed earlier,
u & span(2). Thus, & # (. Hence, #o — k = #& > 1. Consequently,
k+ 1 < #.4/ is proved.

Since u € span(.@ U é”), there exist 7,5 € N and wuqy,...,u; € Z and
vi,...,v5 € & and a1,...,q4, B1,...,3; € F such that

u=oqur + -+ agu; + Bror + -+ Bjv;.

(If 2 =0, then i = 0 and the vectors from Z are not present in the above

linear combination.) Since u ¢ span(?), at least one of fy,...,5; € F is
nonzero. But, by dropping v-s with zero coefficients we can assume that all
Bi,...,B; € F are nonzero. Then
1
U1 = F(U_alul _"'—Oéiui—/BQUZ—‘“—ﬁjUj)-
1

Now set € = &\{v1}. Then #% = #.o/ —k—1. Notice that u,uy,...,u; € A
and vg,...,v; € €; so the last displayed equality implies that v1 € span (%’ U
%). Since & = ¢ U {v1} and 2 C 4, it follows that ZU & C span(BUE).
Therefore,

YV = span(@ U é”) - Span(,%’ U ‘5)
Hence, span (95’ U %) = ¥ and the proof is complete. O

Proposition 3.2. Let ¥ is a nontrivial vector space over F. The following
statements are equivalent.
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(a) ¥ is a finite-dimensional.
(b) The following set is bounded above:

{k: € NU {0} : 3 finite linearly independent B C ¥V such that #5B = k}

(c) There exists p € N such that for all finite € C ¥ we have that
#E > p implies € is linearly dependent.

Proof. The implication (a)=-(b) follows from the Steinitz Exchange Lemma.
The equivalence (b)<(c) is straightforward.
Next we prove (b)=-(a). Assume (b) and define the set

K= {k: € NU{0} : 3 finite linearly independent % C ¥ such that #% = k:}

Since the empty set is linearly independent, we have 0 € K. Hence, K is
nonepmpty, bounded above subset of integers. Therefore, K has a maximum.
Set m = max K. Since m is the maximum of K, there exists a finite linearly
independent subset Z of ¥ such that m = #%. Set B = {b1,...,bn}.
Next we will prove that span(#) = #. Let v € ¥. If v € A, then
v € span(A). If v ¢ B, then #(Z U {v}) = m+ 1. Since m+1 > m,
m+1 ¢ K. Since U {v} is a finite subset of ¥, #(#U{v}) = m+1, and
m+1 ¢ K, we deduce that ZU{v} is linearly dependent. By Proposition 1.9,
we have v € span(%). Hence, we proved, ¥ C span(%), and (a) follows. [

Corollary 3.3. Let ¥V be a finite-dimensional vector space over F. If € is
an infinite subset of ¥, then € is linearly dependent.

Proof. Let p € N be a number whose existence has been proved in Proposi-
tion 3.2. Let ¥ be an infinite subset of ¥". Since % is infinite it has a finite
subset &7 such that #.o/ = p 4+ 1. Proposition 3.2 yields that < is linearly
dependent. Since o/ C €, by Proposition 1.8, ¥ is linearly dependent. [J

Theorem 3.4. Let ¥V be a finite-dimensional vector space and let B and €
be bases of V. Then both  and € are finite sets and #8 = #% .

Proof. Let # and € be bases of #. Since both 4 and % are linearly
independent Corollary 3.3 implies that they are finite. Now we can apply the
Steinitz Exchange Lemma to the finite spanning set % and the finite linearly
independent set 4. We conclude that #% < #4%. Applying again the
Steinitz exchange lemma to the finite spanning set 4 and the finite linearly
independent set #Z we conclude that #%Z < #%€. Thus #% = #% . O

Definition 3.5. The dimension of a finite-dimensional vector space is the
number of vectors in its basis. The dimension of a vector space ¥ is denoted

by dim 7. O

The following corollary restates a part of Theorem 3.1 in terms of the
dimension.

Corollary 3.6. Let ¥ be a finite-dimensional vector space over F. Let of
and A be finite subsets of V. The following statements hold.
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(a) If span(of) = ¥, then #o/ > dim V.

(b) If A is linearly mdependent then #% < dim V.
(c) If #o/ < dim ¥, then span(</) C 7.

(d) #%B > dim ¥, then A is linearly dependent.

Proposition 3.7. Let ¥ be a finite-dimensional vector space over F and let
B be a finite subset of V. Then any two of the following three statements
imply the remaining one.

(a) ##B =dim 7.

(b) span(#) = 7.

(¢) A is linearly independent.

Proof. The easiest implication is: (b) and (c) imply (a). This is the definition
of the dimension.

Next we prove the implication (a) and (b) imply (c). Assume (a) and (b).
If # is an empty set, then by definition it is linearly independent, that is
(¢) holds in this case. Assume now that & # (. Let u € £ be arbitrary.
Then #(% \ {u}) < dim ¥, so Corollary 3.6(c) yields span(# \ {u}) C .
Hence, for every u € % we have that span(Z% \ {u}) C span(#), which, by
Proposition 1.10, implies that 4 is linearly independent.

Now assume (a) and (c). Let o be a basis of #". By the Steinitz exchange
lemma. there exists ¥ C .7 such that #% = #4 — #% = 0 and span(%’ U
¢) = V. Since € =0, (b) follows. O

Remark 3.8. Notice that Corollary 3.6(a) and Proposition 3.7 imply that a
finite spanning set for ¥ is a basis if and only if it has the smallest possible
cardinality. Similarly, Corollary 3.6(b) and Proposition 3.7 imply that in
a finite-dimensional vector space a linearly independent subset is a basis if
and only if it has the largest possible cardinality. O

In the following proposition we characterize infinite-dimensional vector
spaces.

Proposition 3.9. Let ¥ be a wvector space over F. Set <%y = 0. The
following statements are equivalent.
(a) The vector space ¥ over F is infinite-dimensional.
(b) For every n € N there exists linearly independent set <, C ¥ such
that #(,) =n and 1 C Ay,
(c) There exists an infinite linearly independent subset of ¥ .

Proof. We first prove (a)=-(b). Assume (a). For n € N, denote by P(n) the
following statement:

There exists linearly independent set 7, C ¥ such that #(<%,) = n and
Gy 1 S .

We will prove that P(n) holds for every n € N. Mathematical induction
is a natural tool here. Since the space {0y} is finite-dimensional, we have

¥ # {0y }. Therefore there exists v € ¥ such that v # 0y. Set @ = {v}
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and the proof of P(1) is complete. Let k& € N and assume that P(k) holds.
That is assume that there exists linearly independent set <7, C ¥ such that
#(4;) = k. Since ¥ is an infinite-dimensional, span(.«7;) is a proper subset
of ¥. Therefore there exists uw € ¥ such that u ¢ span(<). Since &7 is
also linearly independent, Proposition 1.9 implies that o7, U {u} is linearly
independent. Set .@%;11 = @ U {u}. Then, since #(<%4+1) = k + 1 and
o, C 41, the statement P(k + 1) is proved. This proves (b).

Now we prove (b)=>(c). Assume (b) and set ¢ = U{#, : n € N}. Then ¢
is infinite. To prove that % is linearly independent, let m € N be arbitrary
and let vq,..., v, be distinct vectors in € and let aq,. .., a, € F such that

a1v1 + -+ ap vy, = 0y

By the definition of @, for every k € {1,...,m} there exists ny € N such that
v € Gy, Set q = max{nk ke d{l,... ,m}} By the inclusion property
of the sequence .#7,, we have <, C . for all k € {1,...,m}. Therefore,
v € Ay for all k € {1,...,m}. Since the set o7 is linearly independent we
conclude that oy, = Of for all k£ € {1,...,m}. This proves (c).

The implication (c)=-(a) is a partial contrapositive of Corollary 3.3. This
completes the proof. O

4. SUBSPACES

Proposition 4.1. Let % be a subspace of V. If ¥ is finite-dimensional,
then % s finite-dimensional. (In plain English, every subspace of a finite-
dimensional vector space is finite-dimensional.) Equivalently, if % is infinite-
dimensional, then ¥ is infinite-dimensional.

Proof. Assume that ¥ is finite-dimensional. We use the equivalence (a)<(b)
in Proposition 3.2. Then, by (a)=-(b), the set

{#42{ o/ C 7V, o is finite, linearly independent}
is bounded. Since 7% is a subset of ¥/, the set
{#% B C U, A is finite, linearly independent},

as a subset of a bounded set is also bounded. By (b)=-(a), the subspace
7 is finite dimensional. The second claim is the contrapositive of the first
one. U

Theorem 4.2. Let ¥V be a finite-dimensional vector space and let Z~ be a
subspace of ¥'. Then there exists a subspace % of V' such that V = X &% .

Proof. Let % be a basis of ¥ and let & a basis of 2 . By Proposition 4.1,
the Steinitz exchange lemma applies to the finite spanning set % and the
finite linearly independent set 7. Consequently, there exists ¥ C % such
that #% = #% — #o/ and such that span(;z/ U CK) = V. Applying the
Steinitz exchange lemma again to the linearly independent set & and the
spanning set &/ U % we conclude that #(&/ U %) > #9%. Since clearly
H(AUE) < H#A + #C = #PB we have #(A UC) = #A + #C = H#B =
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dim 7. Now the implication (a)A(b)=-(c) from Proposition 3.7 yields that
o/ U% is a basis of ¥. Set # = span(%). Then, since &7 U ¥ is a basis
of ¥,V =2 +%. It is not difficult to show that 2" N% = {0y }. Thus
YV =2 @ % . This proves the theorem. O

Lemma 4.3. Let ¥ be a finite-dimensional vector space and let Z~ and %
be subspaces of ¥V such that ¥V = Z ® % . Then dim ¥ = dim 2 + dim %'

Proof. Let of and £ be basis of 2" and ¥ respectively. Using ¥ = 2 + %/,
it can be proved that &/ U % spans ¥. Using 2 N% = {0y}, it can be
shown that & U £ is linearly independent and &/ N % = (. Therefore
o/ UA is a basis of ¥ and consequently dim ¥ = #(FA URB) = #AF +H#B =
dim 2" +dim 7. O

Theorem 4.4. Let ¥ be a finite-dimensional vector space and let 2~ and
% be subspaces of V' such that V' = 2 + % . Then

diszdim%—i—dim@—dim(%ﬂ@).

Proof. Since 2" N % is a subspace of 2", Theorem 4.2 implies that there
exists a subspace 27 of 2" such that

2 =202 N%) and dim 2 =dim 2] +dim(2 N%).

Similarly, there exists a subspace % of # such that # = % & (Z N¥)
and dim % = dim % +dim(5&”ﬂ@). Next we will prove that ¥ = 2 & %.
Let v € ¥ be arbitrary. Since ¥ = 2" + & there exist u € 2 and w € ¥
such that v = u + w. Since ¥ = % ® (Z N %) there exist w1 € # and
r € X N% such that w = wy + 2. Then v = u+wy; + 2 = (u + x) + w;.
Since u 4+ z € &2 this proves that ¥ = 2" + . Clearly Z N C 2 N
and Z N% C %,. Thus,

2N C(Z )N ={0y}.

Hence, 2" N % = {0y}. This proves ¥ = 2 @ #;. By Lemma 4.3,
dim? = dim Z +dim %] = dim %—i—dim@—dim(%ﬂ”f/). This completes
the proof. O

Combining the previous theorem and Lemma 4.3 we get the following
corollary.

Corollary 4.5. Let ¥ be a finite-dimensional vector space and let 2~ and
% be subspaces of V such that V = Z +% . Then the sum 2 +% is direct
if and only if dim ¥ = dim 2" + dim &%'.

The claim in the previous corollary holds for any number of subspaces
of ¥'. We state this as the following proposition, whose proof proceeds by
mathematical induction on the number of subspaces.

Proposition 4.6. Let ¥ be a finite-dimensional vector space and let 27,
covy Zm be subspaces of V' such that V' = 21+ -+ + Zm. Then the sum
21+ -+ Zm is direct if and only if dim ¥ = dim 27 + - - - + dim Z;,.
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5. EXAMPLE

Let F[z] be the vector space of all polynomials with coefficients in F. We
consider F[z] as a subspace of F¥. In fact,

Flz] = span({1} U {z" : n € N}).

Here, 1 stands for the constant polynomial whose range is {1}.
First we deduce some useful formulas with power functions.
For all n € N and all z,y € C we have

ot yn Zxk n— k (51)

The proof of (5.1) is an exercise in summation. We calculate

Zxk n—k Zxk+1 n—k Zxk n—k+1
_ n+1 _|_§ :xk—‘rl n—k Zxk n—k+1 _ n+1
— gpntl n+1+zx3 n—j+1 _ Zxk n—k+1

::L‘n —y

A generalization of the formula (5.1) is as follows. For n € N and
g, ..., 0n+1 € C set

=3 o
k=0

Then for all z,y € C we have
n
p@) —p(y) = (—y) Y a7 Y arny*, (5.2)

or, equivalently,

The proof of (5.2) is an exercise in summation. We calculate
DY S o
J=0  k=j

_ +1 k—j+1
Z a’ Z a1y Y gyt
=0  k=j

3
3
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n

n k
1, k— j o k—3+1
Z +1§ g tyk—i E :ak+1§ :xjy J
=0 k=0 j=0

n k k
— j+1, k—j j, k—3+1
= k41 Z /Ty — Z ay

J=0 J=0

k=0
k-1 k
2R yk+1 i ij-i—lyk;—j _ ijyk—j—f—l)
= o

k
- (x +1 k+1+le k—1+1 ngyk—j+l>
Jj=1

I
NE

A1

B
Il

o
/N

3

Ed

3 |l

o

E+1 k+1
Q41 (96 ) )

k=0
p(z) = p(y)-

T
The formula in (5.2) gives a factorization of a polynomial p(z) if y =
is a zero of p(x), that is if p(z¢) = 0. Substituting y = z¢ in (5.2) and using
p(zo) = 0 yields

n n
p(z) = (x — o Z ’ Z ak+1x0 . (5.4)

Notice that on the right-hand side of (5.4) is a product of the linear factor
x — x¢ and the polynomial
n n
q(z) =) 2’ Zak+1w0
=0 k=j
n

= Oék+133]8> + -+ (o + anti10) a4 apy1x”.
k=0

If appy1 # 0, that is if p(z) is a polynomial of degree n + 1, then the polyno-
mial ¢(z) is a polynomial of degree n.
In conclusion, we have proved the following factorization theorem

Theorem 5.1 (4.6 p.122 in the textbook). Let n € N and let ag, ..., apnt1 €
C with a4y # 0. Set

n+1

= Z apz® € Clz]
k=0

Let g € C. Then p(xo) = 0 if and only if there exists a polynomial q(x) of
degree n with the leading coefficient a1 # 0 such that

p(x) = (x — z0)q(z).
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Proposition 5.2 (4.8 p.123 in the textbook). The following statement holds
for alln € N and for all (o, ..., o) € FPTL:

a, 0 = #{xEF:a0+a1:v—|—---+an:v":()}§n. (5.5)
Proof. We use the Mathematical Induction. For n € N we consider the
following propositional function of n:

P(n): VY(ag,...,a,) € F"™ (5.5) holds.
Base case. P(1) reads: For all (ag, ;) € F? the following implication
holds:
ap#0 = #{a:GIF : a0+a1x:()}§1.
Assume a; # 0. It is straightforward to verify that
{x eF : ag+ox= O} = {—ao/al}.
Since #{—ao/al} =1, P(1) holds. This proves the base case.
Inductive step. Let m € N be arbitrary. We prove
P(m) = P(m+1).
Assume P(m). (This is the Inductive hypothesis.) That is we assume
the following: For all (o, ..., 3mn) € F™*! the following implication holds:

Bn#0 = #{ze€F : fo+pfiz+ -+ Pnz™ =0} <m.
Next we will prove P(m~+1). That is, we will prove: For all (ayg, ..., Qmt1) €
F™+2 the following implication holds:
amy1 #0 = #{x eF : aqg+arz+-- -+am+1xm+1 = 0} <m+1.

Here is a proof. Let (g, ..., ams1) € F™F2 be arbitrary. Assume a,11 # 0.
We continue a proof by cases.

Case 1: Vz€F ag+ -+ app1x™ 1t #£0.

In this case

{JJGIF : ao—i—alx—I—---—l—amH:ﬂmH:O}:(ZJ.

Hence, P(m + 1) holds.

Case 2: dzg € F such that ag+---+ am+1x6”+1 =0.

By the factorization theorem, Theorem 5.1, there exist (Bo,...,0m) €
F+! such that 8,, = my1 # 0 and

ag+ -+ Oém+1$m+1 = ($ - CUO)(BO +-+ /Bmmm) (5'6)

Since for all a, 8 € F, we have o = 0 if and only if « = 0 or § = 0, it
follows from (5.6) that

a0+~--+am+1xm+1:0 & x=x9 V Po+-+Bna™ =0.

Consequently,

{JJEF : a0+a1x+...+am+1xm+lzo}

:{xo}u{xelﬁ‘ : ﬂo+ﬁ1:z:+-~‘+,8mxm:0}.
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Thus, applying the properties of counting with finite sets, we have

#{x clF : ao+a1$+---+am+1xm+l :0}

<14+#{z€F : Bo+Piz+ -+ Bpa™ =0}.

Using the Inductive Hypothesis, we know that
#{z €F : fo+frz+ -+ fpa™ =0} <m,
and therefore,
#{z€F : ag+arz+ 4 ampz" T =0} <1+m.

This completes the proof of P(m + 1). O
Theorem 5.3. Let D be an infinite subset of F. The set of monomials

M ={1}U{2" :n e N}
is a linearly independent set in FP.

Proof. We need to prove the following implication: for all n € N and all
(ag, ..., a,) € F*! the following implication holds:

VeeD ap+--+azs"=0 = Vke{0,...,n} ar=0.

Let n € N and (g, ..., ay,) € F**! be arbitrary. Let us prove the contra-
positive of the preceding implication:

ke {0,...,n} st. ag #0 = FJz €D st. ag+---+ az™ #0.

Assume that there exists & € {0,...,n} such that o # 0. Set | =
max{k € {0,...,n} : ay # 0}. We consider two cases. Case 1: | =0. Then

VeeD ag+-+ az" =ay#0,

so, the contrapositive is proved in this case. Case 2: [ > 1. Then by
Proposition 5.2 there exists a subset A of F such that #A4 <1 and

Ve e F\A ag+ -+ az! #0.
Since D C F is infinite and A is finite, the set D \ A is nonempty and
Ve D\A ag+-- +aal #0.

This proves the contrapositive in Case 2 and the proof is complete. O

6. PROBLEMS

Problem 6.1. Consider the vector space ¥ = RN of all real valued functions
defined on N with the values in R over the scalar field R. Simply says, this is
the vector space of all real sequences. For each n € N consider the indicator
function x,, of the singleton set {n}. That is,

1, if k=n,

VkeN x,, (k)=
o (V) {0, if k£ mn.
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For each n € N (fixed), X(ny I8 @ special sequence in RY. Consider the set
o/ of all such special sequences. That is

&%:{gGRN:EInEN such that g:X{n}}:{x{n}eRN:nEN}.

(i) Prove that the set < is linearly independent.
(ii) Prove that

span(szf):{fERN:HmeN such that VEeN k>m = f(k):()}

In particular, span(.2) C RY, proper subset.

O
Problem 6.2. Let n € N and consider the vector space R” over R. Denote
by e, es, ..., e, the columns of the identity matrix I,,. That is, let
1 0 0
0 1 0
e = 1.1, €= |(.], ) €= 1.1,
0 0 1

be the standard basis of R"™. Let 2" and % be subspaces of R™ such that
R" =2 @ % (the direct sum).

(a) Prove that there exists a subset A of {1,2,...,n} such that
R" =% @span{ei NS A}.
(b) Set B={1,2,...,n}\ A, with A from (a). Is it always true that
R"=% & span{ej 1j € IB%}?
Justify your answer.

O

Problem 6.3. Prove that ¥ is finite dimensional if and only if all linearly
independent subsets of ¥ are finite. (Give a complete proof without citing
propositions in this section. You can, of course, use ideas utilized in the
proofs of this section.) O

Problem 6.4 (This is a challenging problem). Let ¥ be a finite-dimensional
nonzero vector space ¥ over F. Let n = dim ¥ and let {vq,...,v,} be a
basis of ¥". Let 2" and % be subspaces of ¥ such that ¥ is a direct sum
of " and %/, that is

V=2o¥.
Let
vp = xp + Yk, where xp€ 2, y €% forall ke {l,...,n}.
Prove that there exist subsets A and B of {1,...,n} such that:
{1,...,n} =AUB and ANB=10
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and
{xk ke A} is a basis for 2~ and {yk ke IB%} is a basis for 7.
O

Problem 6.5. This problem concerns the vector space R?*2 over R. This
vector space consists of all 2 x 2 matrices with entries from R.

(a) Denote by .# the subset of R?*2? which consists of all matrices A
such that A% = 0.
(i) Is . a subspace of the vector space R2*2? Justify your answer.
(ii) Describe all subspaces of R?*2? which contain .. For each such
subspace give a basis.
(iii) Is there a two-dimensional subspace contained in .#7
(iv) Each three-dimensional vector space over R can be identified
with the three dimensional Euclidian space. In this way the
language of Euclidian geometry can be used to describe subsets
of a three-dimensional vector space over R. I hope that in (aii)
you found a three-dimensional subspace that contains .. Use
this fact to give a geometric description of the set .. (Hint:
Try to find a basis of a subspace from (aii) with respect to which
the corresponding equation for . will be very simple.)

(b) Let J = (1) (1) . Consider the set . of all matrices X in R?*2? such
that XJX = 0.

(i) Is .7 a subspace of the vector space R?*2? Give detailed expla-
nation of your answer.

(ii) What is the dimension of the smallest subspace of R?*? which
contains .7 Give a basis of this subspace. Is this subspace
uniquely determined?

(iii) Is there a 2-dimensional subspace of R?*? that is contained in
S

(iv) Use parts (bi), (bii) and (biii) of this problem to give a geometric
description of the set .. What is the equation of the set . with
respect to the basis from (bii)? Try to find another basis for
the subspace from (bii) with respect to which the corresponding
equation of . will be very simple?

O

Problem 6.6. Consider the vector space RR of all real valued functions
defined on R. This vector space is considered over the field R. The purpose
of this exercise is to study some special subspaces of the vector space RE.
Let w € R be arbitrary. Consider the set

Sy 1= {fERR:Ha,bER such that f(t) = asin(wt + b) VtER}.

(a) Do you see exceptional values for w for which the set .7, is partic-
ularly simple? State them and explain why they are special. Here I
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used plural just in case that there are several special cases. However,
it is possible that there is only one special case for w.

(b) Prove that .7, is a subspace of RE. (Hint: Except for the special
case, this problem should be solved by writing the set .7, as a span
of two linearly independent famous functions. One should use only
basic trigonometry and polar coordinates.)

(c) For each w € R find a basis for .7,. Plot the function w +— dim .7,
with w € R.

(d) For all ¥,w € R calculate dim(#y, N .7,).

(e) Find all ¥,w € R for which ., U.7, is a subspace of RE.

(f) For all ¢,w € R calculate dim (.7 + .%,).

O

Problem 6.7. Consider the vector space &3 = R[z]|<2 of all polynomials
with real coefficients of degree at most 2. We consider & as a subspace of
RE.

Let s € R. We say that p € &% has a vertex at s if the following condition
is satisfied

(VzeR p(z) <p(s)) Vv (YzeR p(s) <p(x))

Notice that under this definition a constant polynomial has a vertex at every
real number s.

Let s € R. Denote by 75 the subset of &7, which consists of all polynomials
that have a vertex at s. In set-builder notation

v = {p € Y5 . p has a vertex at s}.

Let t € R. We say that p € % has a zero at t if p(t) = 0. Notice that
under this definition the zero polynomial has a zero at every real number ¢.

Let t € R. Denote by Z; the subset of &7, which consists of all polynomials
that have zero at ¢. In set-builder notation

2 ={pe Py:p(t) =0}

(a) Let t € R be an arbitrary (fixed) number. Prove that 27 is a sub-
space of Py. Determine dim Z;.

(b) Let s € R be an arbitrary (fixed) number. Prove that ¥; is a subspace
of Py. Determine dim 7;.

(c) Let s,t € R be given such that s # t. Describe the polynomials in
each of the subspaces Z; N %, ¥ N 2 and ¥; N ¥. Determine the
dimension for each of these subspaces.

(d) Let s,t € R be given such that s # ¢t. Find u,v € R such that the
equality Z; N %, = ¥, N Z; holds.

(e) Is the following statement true or false: For every one-dimensional
subspace Z of &5 there exists t € R such that Z & Z; = Ps.

(f) Is the following statement true or false: There exists an one-dimensiona
subspace % of &5 such that for all t € R we have % & 2 = Ps.
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(g) Is the following statement true or false: For every one-dimensional
subspace % of &5 there exists s € R such that Z & ¥, = Ps.

(h) Is the following statement true or false: There exists an one-dimensiona
subspace Z of &5 such that for all s € R we have % & ¥ = Ps.

O



